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R NA proved to be an amazing early
building material for both origins
and in modern biotechnology, pri-

marily because of the great simplicity with
which Watson–Crick base pairs can be engi-
neered by evolution or humans. The remark-
able feats that can be performed by RNA
are shown off by recent work that adapts a
synthetic riboswitch to function as a control
element in bacterial chemotaxis. However,
RNA is ultimately limited by its paucity of
chemical groups, and thus it comes as no
surprise that it finds a lasting role as a “bit”
player that relies mainly on sequence recog-
nition, both in nature and in engineered ge-
netic circuitry.

Two parallel RNA worlds can be conceptu-
alized: the ancient, hypothetical RNA world
in which ribozymes were the primary organ-
ismal catalysts for metabolic reactions, and
the more modern RNA world in which func-
tional nucleic acids are engineered for bio-
technology applications. The comparison of
these two RNA worlds is in many ways in-
structive, primarily because of the question
that they both beg: what’s so great about
RNA? Obviously, many of the functional RNA
molecules in the ancient RNA world were
eventually replaced by proteins after the ad-
vent of translation, so functional RNAs ap-
parently didn’t possess any enduring supe-
riority. Given that we already have proteins
in the modern world, what drives the use of
RNA in engineering applications? Why not
just use proteins? In both the ancient and
modern worlds, the answer is similar: RNA
is easy to use but far from optimal. Thus, the
adoption of functional RNAs can be viewed

as a simple stopgap on the way to more op-
timal molecules.

In a way, it is odd to question the poten-
tial of functional RNAs now. The utility of
RNA as a regulatory molecule in both natu-
ral and synthetic circuits is just now becom-
ing manifest. The number of microRNAs
(miRNAs) and other small RNAs that regu-
late gene expression continues to grow, and
it has been estimated that base-pairing
interactions with miRNAs may control up-
wards of 30% of human genes (1). Similarly,
Breaker and Tucker (2) have discovered a
wide variety of so-called riboswitches that
mediate the control of gene expression by
small organic metabolites. The use of RNAs
in gene regulation is particularly attractive,
because functional sequences are short
enough to arise de novo (3) and thus may
be among the first tools to be used during
adaptation or development.

A number of engineered examples of
regulatory RNAs exist. Werstuck and Green
(4) originally showed that ligand binding to
an aptamer inserted into a 5= UTR could lead
to translational repression in Escherichia
coli and eukaryotic tissue culture cells. The
Group I self-splicing intron has been
adapted to function as an allosteric ri-
bozyme (or “aptazyme”) that responds to
that favorite proof-of-principle analyte, theo-
phylline (5). Theophylline-regulated thymi-
dine kinase splicing can act as a growth
switch, leading thymidine-starved E. coli
that are unable to grow in the absence of
theophylline to produce thymidine in its
presence. Bayer and Smolke (6) recently in-
vented small, conformation-switching anti-
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sense RNAs (antiswitches). When expressed
in yeast, these RNAs respond to theophyl-
line by extruding a short single-stranded re-
gion that can bind to and inhibit the transla-
tion of messenger RNAs (mRNAs). Selected
ligand-binding RNAs have also been used to
control transcriptional initiation (7), small in-
terfering RNA (siRNA) processing (8), and
mRNA splicing (9).

The recent work of Gallivan and cowork-
ers (13) highlights RNA’s potential as an en-
gineering tool and its limitations. Building
on the model originally set forth by Werstuck
and Green (4) (and subsequently expanded
upon by a number of other researchers, no-
tably Grate and Wilson (10), Harvey et al.
(11), and Suess et al. (12)), these research-
ers attempted to engineer theophylline-
dependent repression of �-galactosidase.
Paradoxically, upstream insertion of the
aptamer led to theophylline-dependent acti-
vation of translation. Undaunted, Lynch et
al. (14) used a genetic selection that im-
proved the original 12-fold activation to
36-fold. The resultant riboswitch was then
mounted in front of the CheZ gene, and this
led to control of bacterial motility in the pres-
ence of theophylline (15). The engineered
motility system differs from the normal con-
trol mechanism in a variety of ways. For ex-
ample, regulation is based on relatively slow

changes in gene expression rather than an
enzymatic phosphorylation cascade, and
the artificial chemotractant causes cells to
stop tumbling at low concentrations rather
than to swim toward the chemotractant
through the interplay of sensing and revers-
ing the polarity of the flagellar motor.

Although these examples are impressive
and even arresting, much of their impact de-
rives from the observation that we didn’t
previously recognize how useful RNA might
be. The early days of biochemistry and mo-
lecular biology focused on proteins as the
primary actors in metabolism, and RNA was
relegated to a bit role as an information-
carrying macromolecule. Crick (16), Orgel
(17), and others suggested that there might
be more to RNA than was apparent at first
glance. However, it wasn’t until Cech et al.
(18) studied intron splicing in a somewhat
obscure organism that the potential of
RNA as a catalyst was truly appreciated
(Figure 1).

It is true that RNA has been somewhat
overlooked over the years, but a more dis-
passionate view suggests that this empha-
sis was not misplaced: protein catalysts and
protein-mediated regulation of gene expres-
sion were first discovered, most thoroughly
studied, and best exploited by both nature
and biotechnology precisely because pro-

teins are better functional molecules than
RNA. Many proteins bind their ligands into
the femtomolar to picomolar range; RNAs
generally bind in the nanomolar to micromo-
lar range. Proteins frequently catalyze reac-
tions at up to thousands of turnovers per
second; RNAs generally catalyze reactions
at one turnover per minute. Proteins func-
tion in real-time signaling cascades; RNAs
function in more slowly developing gene ex-
pression paradigms.

The question thus becomes: if organ-
isms largely abandoned RNA as a catalyst
and regulatory molecule many billions of
years ago, why are we attempting to revive
its biotechnological utility in organisms to-
day? Why make RNA switches or circuits (a
pastime we and others have frequently ad-
vocated (19, 20))?

The answer, of course, is that it is rela-
tively easy to do so. RNA engineering is
based largely on the fundamentals of
Watson–Crick base-pairing, and thus RNA
constructs that have some functionality can
be readily designed by rational means. Ex-
amples of “engineering in Flatland”, with
only the 2D secondary structure of RNA mol-
ecules used as a guide, abound. Indeed, it
has proven possible to design RNA-based
switches that undergo programmed confor-
mational changes via only computational
methods (21, 22). Moreover, even in the ab-
sence of a complete knowledge of how sec-
ondary structure abets function, the advent
of selection methods allows RNA molecules
to be quickly optimized, including in vivo as
Gallivan and coworkers have shown (14). Fi-
nally, between rational design of base pair-
ing and irrational selection for function,
nucleic acids are almost perfect modular
parts for the construction of synthetic cir-
cuits. Stojanovic and Stefanovic (23) most
clearly showed this by adapting deoxyri-
bozymes to “play tic-tac-toe”. In bacteria,
trans RNAs have been engineered that base
pair with one another and thereby activate
gene expression, forming a modular signal
transduction path based solely on RNA (24).
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Figure 1. The changing value of RNA.

446 VOL.2 NO.7 • 445–448 • 2007 www.acschemicalbiology.orgELLINGTON

If organisms abandoned RNA as a catalyst and regulatory molecule many billions of

years ago, why are we attempting to revive its biotechnological utility today?



In one advanced view, such nucleic-acid-
based switches, circuits, and automata may
someday function as autonomous drug de-
livery devices (25).

Ultimately, though, even with these engi-
neering advantages (which would have
been as important billions of years ago in
the course of natural selection as they are
today in the laboratory), RNA just does not
have the same potential that protein cata-
lysts have. Perhaps the best cautionary tale
in this regard involves one of the fastest
known RNA catalysts, the Bartel class I li-
gase. This complex ribozyme was originally
selected from a long, random sequence
population (26), and it was found to be ca-
pable of catalyzing the turnover of multiple
ligation substrates in trans at a rate of �100
min–1. Various attempts to further optimize
the ligase for catalysis by directed evolution
have succeeded in changing the sequence
and purpose of the enzyme, but its speed
has not been greatly increased (27–29).
This is significant because the class I ligase
is still orders of magnitudes slower than
most protein enzymes. This comparison is
somewhat daunting because the class I li-
gase is arguably the most complex RNA
catalyst to ever emerge from an in vitro se-
lection experiment, with an information con-
tent such that it probably should have only
been found once every 10,000 times the ex-
periment was run (30). The apparent opti-
mality of this rare catalyst suggests that fast
RNA catalysts are relatively rare in RNA se-
quence space, fast RNA catalysts are by and
large isolated from one another in sequence
space, and/or there cannot be fast RNA
catalysts because of the physical limita-
tions inherent in RNA chemistry.

Thus, “early adopter” advantages may
exist when RNA is used as a substrate for
cellular engineering. However, it really is
only a matter of time until protein engineer-
ing catches up and displaces these advan-
tages, just as ancient proteins displaced
ancient ribozymes. In this regard, it is note-
worthy that computational engineering of

protein function (31, 32) and even allo-
steric activation (33) is becoming more com-
monplace, and thus any advantages of the
ability to calculate nucleic acid secondary
structures are dwindling. Also of note, emul-
sion technologies (34) are allowing protein
populations to be sieved that are almost as
large (1010 variants) as the nucleic acid
populations typically plumbed by in vitro se-
lection (1014 variants), and synthetic ge-
netic circuits that revolve solely around
protein regulatory components are being en-
gineered with increasing speed (35).

This is not to say that all RNA engineer-
ing efforts are fruitless. Far from it. RNAs are
proving to be remarkable drugs and may
have definitive advantages in terms of deliv-
ery and pharmacokinetics (36). Nonethe-
less, although RNA parts and perhaps even
RNA circuits may be useful for organismal
engineering and synthetic biology applica-
tions, the fact is that predicting the functions
of designed RNAs is frequently difficult (as
Desai and Gallivan (13) found), and se-
lected RNAs are often less robust than their
protein counterparts. As we lurch toward
refactoring entire genomes (37), it seems
likely that RNA will again be relegated to its
ancient and proper role as a bit player: a
molecule that does not act as a machine
but that instead holds and deciphers infor-
mation based on the almost unique capabil-
ity of the natural nucleobases to faithfully
pair with one another.
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